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Introduction

Multi-objective Model Checking Example
» Study tradeoffs between objectives Can the car drive

fast, safe, and
cost-efficient?
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Models

. probabiligtic branching
» Markov decision processes (MDP)

nondeterminiem

rewarde/cogte

* Markov automata (MA)

2 Multi-objective Optimization of Long-run Average and Total Rewards 0

Tim Quatmann, Joost-Pieter Katoen ‘ Software Modeling

Bl and Verification Chair




Introduction

Multi-objective Model Checking Example

» Study tradeoffs between objectives Can the car drive
fast, safe, and
cost-efficient?

Models

. probabiligtic branching
» Markov decision processes (MDP)

nondeterminiem

rewarde/cogte

* Markov automata (MA)

Objectives

» Expected total rewards

» Expected long-run average rewards
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Markov Automata — Example

Two types of transitions

* Markovian: exponentially distributed time delay

* Probabilistic: nondeterminism + branching

0/
s )~
triggers ingtantaneously ¢==/ 1
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Markov Automata — Example

Two types of transitions

* Markovian: exponentially distributed time delay

* Probabilistic: nondeterminism + branching

S

repairing
triggers ingtantaneously p l 1y, AP ‘
4.@( ........ — @

repair rate
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Markov Automata — Example

Two types of transitions

* Markovian: exponentially distributed time delay

* Probabilistic: nondeterminism + branching

S

repairing
triggers ingtantaneously ¢==/ l 1y, AP ‘

Multiple reward assignments %, %,, £, ... R, 100 Ry 1

- State rewards collected over time produced unitg

per day

maintenance
cogt per day

repair rate

* One-off transition rewards
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Markov Automata — Example

Two types of transitions

* Markovian: exponentially distributed time delay

* Probabilistic: nondeterminism + branching

0/
s )~
triggere ingtantaneougly &=/ 1

Multiple reward assignments &£ |, £,, £, ...

» State rewards collected over time

* One-off transition rewards

Expected maintenance cost per day:

produced unitg
per day

maintenance
cogt per day

repair rate
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Markov Automata — Example

Two types of transitions Expected maintenance cost per day:

- Markovian: exponentially distributed time delay g+ 1~0.11

(&)4-(s) -
Expected number of produced units per day:
100, ~ 88.9

* Probabilistic: nondeterminism + branching

DARNG, _m :
| —
triggere ingtantaneougly p 1y, AP

Multiple reward assignments %, %,, £, ... P, 100 Ry

- State rewards collected over time produced unitg

per day

maintenance
cogt per day

repair rate

* One-off transition rewards
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Markov Automata — Example

Two types of transitions

* Markovian: exponentially distributed time delay

(5 )fos(s) -
(s)

* Probabilistic: nondeterminism + branching T

=

S

repairing
triggers ingtantaneously ¢==/ l 1 /8“,6Dlrep ‘

Multiple reward assignments %, %,, £, ... R, 100 Ry 1

K|

- State rewards collected over time produced unitg

per day

maintenance
cogt per day

repair rate

* One-off transition rewards
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Markov Automata — Example

Two types of transitions

* Markovian: exponentially distributed time delay

* Probabilistic: nondeterminism + branching

0/
s )~
triggers ingtantaneously ¢==/ 1

Multiple reward assignments &£ |, £,, £, ...

» State rewards collected over time

* One-off transition rewards
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Markov Automata — Example

@ (107.1,0.29)

©(88.9,0.11)
()
(68.2,0.09)

Expected maintenance cost per day

>
Expected number of produced units per day
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Markov Automata — Example

(107.1,0.29)

002§

(88.9,0.11)

CER

(68.2,0.09)

Expected maintenance cost per day

>
Expected number of produced units per day
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Markov Automata — Notations

» Path: alternating sequence of states and durations/actions

1 rep ] \w
<W1—>f1—>r1—>)

7.2 SW T 3.2 4.8
w—>t->s—>1r,>w, o1,

T

[l

3) Multi-objective Optimization of Long-run Average and Total Rewards 0

Tim Quatmann, Joost-Pieter Katoen ‘ Software Modeling

Bl and Verification Chair




Markov Automata — Notations

» Path: alternating sequence of states and durations/actions

- Accumulated reward £ (7) for finite path 7

1 rep ] \w
(Wl —)fl —>I'1 —))
7
Wi

2 SW T 3.2 4.8
—>tio>s>1,5w, >t

[l
ﬁ

R () =100-7.2 4+ 150 -4.8 = 1440
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Markov Automata — Notations

» Path: alternating sequence of states and durations/actions

- Accumulated reward £ (7) for finite path 7

- Strategy o: Paths;, — Distr(Act)
(el

1 rep ] \w
<W1—>f1—>r1—>)

A 7.2
JU

SW T 3.2 4.8
w—>t->s—>1r,>w, o1,

R () =100-7.2 4+ 150 -4.8 = 1440

o(#) = {rep > 5, sw > 2/5}
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Markov Automata — Notations

» Path: alternating sequence of states and durations/actions

- Accumulated reward £ (7) for finite path 7

- Strategy o: Paths;, — Distr(Act)

- Probability measure Pr_ on paths
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Markov Automata — Notations

» Path: alternating sequence of states and durations/actions

- Accumulated reward £ (7) for finite path 7

- Strategy o: Paths;, — Distr(Act)

- Probability measure Pr_ on paths

- Expected value Ex _(f) := f f(rm) dPr ()

- ... for objective f: Paths, c > R U {—00, + 0}
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Markov Automata — Notations

» Path: alternating sequence of states and durations/actions

- Accumulated reward £ (7) for finite path 7

- Strategy o: Paths;, — Distr(Act)

- Probability measure Pr_ on paths

- Expected value Ex _(f) := f f(rm) dPr ()

- ... for objective f: Paths, c > R U {—00, + o0}

Total reward objective:

tot(R): m— lim R (pref(n, k))

k— 00

5
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Markov Automata — Notations

» Path: alternating sequence of states and durations/actions

- Accumulated reward £ (7) for finite path 7

- Strategy o: Paths;, — Distr(Act)

- Probability measure Pr_ on paths

- Expected value Ex _(f) := f f(rm) dPr ()

- ... for objective f: Paths, c > R U {—00, + o0}

Total reward objective: Long-run average reward objective:

K (pref(ﬂ, k))

tot(R): - klgilo R (prefin.k)) ra(#): @+ klgilo time (pref(m, k))
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Markov Automata — Achievable Points

(107.1,0.29)

002§

(88.9,0.11)

CER

(68.2,0.09)

Expected maintenance cost per day

>
Expected number of produced units per day
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Markov Automata — Achievable Points

(107.1,0.29)

ey f

“Q
>
(88.9,0.11)
(68.2,0.09)
>
[ra(R,)
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Markov Automata — Achievable Points

(107.1,0.29)

ey f

{rep— 1} ifi=1
{swe— 1} 1fi#1

o(--f) = {

(88.9,0.11)

[ra(A,)

CER

(68.2,0.09)
>
[ra(R,)
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Markov Automata — Achievable Points

(107.1,0.29)

ey f

{rep— 1} ifi=1
{swe— 1} 1fi#1

o(--f) = {

(88.9,0.11) = (Ex_(Ira(£)), Ex (Ira(X£,)))

[ra(A,)

CER

(68.2,0.09)
>
[ra(R,)
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Markov Automata — Achievable Points

(107.1,0.29)

ey f

{rep—> 1} ifi=1
{swe— 1} 1fi#1

o(--f) = {

(88.9,0.11) = (Ex _(lra(£,)), Ex (Ira(X£,)))

[ra(A,)

CER

(68.2,0.09)

[ra(R,)

Set of achievable points for ® = (f,, ..., f,):

Ach(®) := {p € R” | 3o: p < (Ex,(f)), -... Ex,(f)))}

RWTHAACHEN
UNIVERSITY
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Multi-objective Model Checking

Set of achievable points for ® = (f,, ..., f,):

Ach(®) == {p € R’ | To: p < (Ex,(f)), ..., Ex,(f))}
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Multi-objective Model Checking

Set of achievable points for ® = (f,, ..., f,):

Ach(®) := {p € R* | F6: p < (Ex,(f)), ..., Ex,(f))}

* Point p is achievable if there is a single strategy o yielding expected values at least as large as p

- Assumption: Large expected values Ex (f;) are “good”
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Multi-objective Model Checking

Set of achievable points for ® = (f,, ..., f,):

Ach(®D) := {p e R’ | Jo: p < <EXG(fl), cees EXg(ff)>}

* Point p is achievable if there is a single strategy o yielding expected values at least as large as p

negate minimizing objectives:
tot(R) ~ tot(—R)
lra(R) ~ lra(—R)

- Assumption: Large expected values Ex (f.) are “good”

A [ra(R,)
>

3 S

D

— I

S ~ =

~ N

>
[ra(R,)
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Multi-objective Model Checking

Set of achievable points for ® = (f,, ..., f,):

Ach(®) := {p € R* | F6: p < (Ex,(f)), ..., Ex,(f))}

* Point p is achievable if there is a single strategy o yielding expected values at least as large as p

negate minimizing objectives:
tot(R) ~ tot(—R)
[ra(R) ~= lra(—R)

- Assumption: Large expected values Ex (f;) are “good”

Task: Compute an (approximation of) Ach(®).
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Properties of Ach(®D)
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Properties of Ach(®D)

» Ach(®) is downward closed
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Properties of Ach(®D)

» Ach(®) is downward closed

A
@ p € Ach(®)
<
® q € Ach(d)
>
h
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Properties of Ach(®D)

» Ach(®) is downward closed

p € Ach(®)

<
q € Ach(®)
>
h
3 Multi-objective Optimization of Long-run Average and Total Rewards 0 RWTI'IAACHEN
Tim Quatmann, Joost-Pieter Katoen M o 3Mare Modeling UNlVERSlTY




Properties of Ach(D)

» Ach(®) is downward closed and convex

p € Ach(®)

<
q € Ach(®)
>
h
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Properties of Ach(D)

» Ach(®) is downward closed and convex

q € Ach(®)

RWTHAACHEN
UNIVERSITY
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Properties of Ach(®D)

» Ach(®) is downward closed and convex Ex,(®) := (Ex,(f), -, Ex,(f))

« Forall w & (RZO)KZ Ach(®) C {p e R’ | w-p < SUPG(W ' EXG((D)>}

f

h
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Properties of Ach(®D)

» Ach(®) is downward closed and convex

- Forall w & (IRZO)K: Ach(®) C {P ER’ | w-p< supU(W ’ EXG((D))}

h

maybe
achievable

h

RWTHAACHEN
UNIVERSITY
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Properties of Ach(D)

» Ach(®) is downward closed and convex

- Forall w & (IRZO)K: Ach(®) C {P ER’ | w-p< supa(w ’ EXG((D))}

f

maybe
achievable

h

RWTHAACHEN
UNIVERSITY
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Properties of Ach(D)

» Ach(®) is downward closed and convex

- Forall w & (IRZO)K: Ach(®) C {P ER’ | w-p< supa(w ' EXa(q)))}

» Ach(®) is closed—assuming thatV f.:
- f; € {tOt(@j), lrd(%j)} and ...
- Vo: EXa(fi) < 400

/>

maybe
achievable

h

RWTHAACHEN
UNIVERSITY
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Properties of Ach(D)

Ex (D) := <EX0(]01)9 -°°9EX6(ff)>

» Ach(®) is downward closed and convex

- Forall w & (IRZO)K: Ach(®) C {P ER’ | w-p< supa(w ' EXa(q)))}

» Ach(®) is closed—assuming thatV f.:
- f; € {tOt(@j), lrd(%j)} and ...
- Vo: EXa(fi) < 400

/>

maybe
achievable

h

RWTHAACHEN
UNIVERSITY
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Sandwich Algorlthm [Solanki, Appino, & Cohon’93; Forejt, Kwiatkowska, & Parker'12 |

convex multi-objective optimization MOP + total rewards
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SandWiCh Algcrlthm [Solanki, Appino, & Cohon’93; Forejt, Kwiatkowska, & Parker’12 ]

- Compute o, € arg maXG(W - EXG((I))) for different weight vectors w € (IRZO)f

~ Ex, (P) € Ach(®) C {pe R’ | w-p<w-Ex, (D)}
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SandWiCh Algcrlthm [Solanki, Appino, & Cohon’93; Forejt, Kwiatkowska, & Parker’12 ]

- Compute o, € arg maXG(W - EXG((I))) for different weight vectors w € (IRZO)K

~ Ex, (P) € Ach(®) C {pe R’ | w-p<w-Ex, (D)}

\ -

— -
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SandWiCh Algcrlthm [Solanki, Appino, & Cohon’93; Forejt, Kwiatkowska, & Parker’12 ]

- Compute o, € arg maXG(W - EXG((I))) for different weight vectors w € (IRZO)f

~ Ex, (P) € Ach(®) C {pe R’ | w-p<w-Ex, (D)}

\ -

e~ T~

= Pw =:H

f

h
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Sandwich Algorlthm [Solanki, Appino, & Cohon’93; Forejt, Kwiatkowska, & Parker'12 |

- Compute o, € arg IIlaXG(W - EXU((I))) for different weight vectors w & (IRZO)K

~ Ex, (P) € Ach(®) C {pe R’ | w-p<w-Ex, (D)}

\ -

Ty~ Ty~

=Py =:H

W A

RWTHAACHEN
UNIVERSITY
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Sandwich Algorlthm [Solanki, Appino, & Cohon’93; Forejt, Kwiatkowska, & Parker'12 |

- Compute o, € arg IIlaXG(W - EXG((I))> for different weight vectors w & (IRZO)K

~ Ex, (P) € Ach(®) C {pe R’ | w-p<w-Ex, (D)}

\ -

Ty~ —

= Pw =:H

\%% A

RWTHAACHEN
UNIVERSITY
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Sandwich Algorlthm [Solanki, Appino, & Cohon’93; Forejt, Kwiatkowska, & Parker'12 |

- Compute o, € arg maXG(W - EXG((I))> for different weight vectors w & (IRZO)f

~ Ex, (P) € Ach(®) C {pe R’ | w-p<w-Ex, (D)}

\ -

Ty~ —

= Pw =:H

W

RWTHAACHEN
UNIVERSITY
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Sandwich Algorlthm [Solanki, Appino, & Cohon’93; Forejt, Kwiatkowska, & Parker'12 |

- Compute o, € arg IIlaXG(W - EXG((I))> for different weight vectors w & (IRZO)K

~ Ex, (P) € Ach(®) C {pe R’ | w-p<w-Ex, (D)}

Ty~ Ty~

=Py =:H

W

* |[nvariant:

down(canv(U{pw})> C Ach(®) C ﬂHw
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Sandwich Algorlthm [Solanki, Appino, & Cohon’93; Forejt, Kwiatkowska, & Parker'12 |

- Compute o, € arg IIlaXG(W - EXU((I))) for different weight vectors w & (IRZO)K

~ Ex, (P) € Ach(®) C {pe R’ | w-p<w-Ex, (D)}

Ty~ Ty~

=Py =:H

W

* |[nvariant:

down(canv(U{pw})> C Ach(®) C ﬂHw

- Stop when approximation of Ach(®D) is
sufficiently precise
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Optimizing Weighted Sums

» Approach is applicable to all kinds of objectives ® = (fi, ...,f,), f.: Paths. . > R U {—o0, + 00}
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Optimizing Weighted Sums

» Approach is applicable to all kinds of objectives ® = (fi, ...,f,), f.: Paths. . > R U {—o0, + 00}

- Core: an algorithm to compute o, € arg maxa(w . EXG((I)))
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Optimizing Weighted Sums

» Approach is applicable to all kinds of objectives ® = (fi, ...,f,), f.: Paths. . > R U {—o0, + 00}

- Core: an algorithm to compute o, € arg maxa(w - EXG((I)))

- Problem: The product w - Ex_(®) might be *co or undefined (“co — 0”) ... however ...
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Optimizing Weighted Sums

» Approach is applicable to all kinds of objectives ® = (fi, ...,f,), f.: Paths. . > R U {—o0, + 00}

- Core: an algorithm to compute o, € arg maxa(w - EXG((I)))

- Problem: The product w - Ex_(®) might be *co or undefined (“co — 0”) ... however ...

- If Ex (f}) = —00, no point p € R” will be achieved by ¢

~ |[gnore such strategies o needs to be enforced algorithmically

RWTH
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Optimizing Weighted Sums

» Approach is applicable to all kinds of objectives ® = (fi, ...,f,), f.: Paths. . > R U {—o0, + 00}

- Core: an algorithm to compute o, € arg maxa(w - EXG((I)))

- Problem: The product w - Ex_(®) might be *co or undefined (“co — 0”) ... however ...

- If Ex (f}) = —00, no point p € R” will be achieved by ¢

~ |[gnore such strategies o needs to be enforced algorithmically

- If EX (f;) = +00, mimic o with a small prob. € > 0; focus on remaining objectives with prob. 1 — ¢
~7 Ignore such objectives f.

RWTH
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Optimizing Weighted Sums

» Approach is applicable to all kinds of objectives ® = (fi, ...,f,), f.: Paths. . > R U {—o0, + 00}

- Core: an algorithm to compute o, € arg maxa(w - EXG((I)))

- Problem: The product w - Ex_(®) might be *co or undefined (“co — 0”) ... however ...

- If Ex (f}) = —00, no point p € R” will be achieved by ¢

~ |[gnore such strategies o needs to be enforced algorithmically

- If EX (f;) = +00, mimic o with a small prob. € > 0; focus on remaining objectives with prob. 1 — ¢

Ignore such objectives f; Ach(®) ie not necegearily cloged anymore
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Optimizing Weighted Sums

» Approach is applicable to all kinds of objectives ® = (fi, ...,f,), f.: Paths. . > R U {—o0, + 00}

- Core: an algorithm to compute o, € arg maxa(w - EXG((I)))

- Problem: The product w - Ex_(®) might be *co or undefined (“co — 0”) ... however ...

- If Ex (f}) = —00, no point p € R” will be achieved by ¢

~ |[gnore such strategies o needs to be enforced algorithmically

- If EX (f;) = +00, mimic o with a small prob. € > 0; focus on remaining objectives with prob. 1 — ¢

Ignore such objectives f; Ach(®) ie not necegearily cloged anymore
From now assume that w - EX_(®) € R is well-defined.
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Computing o,, € arg maxa(w : EXG((D))

[Forejt, Kwiatkowska, & Parker’12]

For®, . = (tot(R,), ..., 10(R ,)): _. %

W

-~

Push the weighted sum to the rewards: w - Ex (®, ) = EXO-(tOt( Zil wli] - ‘%z))

~Use single objective methods to get o, € arg maXG(EXG(tot(@W)))
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Computing o,, € arg maxa(w : EXG((D))

[Forejt, Kwiatkowska, & Parker’12]

For®, . = (tot(R,), ..., 10(R ,)): _. %

W

-~

Push the weighted sum to the rewards: w - Ex (®, ) = EXO-(tOt( Zil wli] - ‘%z))

~Use single objective methods to get o, € arg maXG(EXG(tot(@W)))

For @, = (lra(R,),...,lra(R,)):
Ditto: w - EX (D, ) = Ex _(lra(%,))

~Use single objective methods to get o, € arg maXO_(EXG(lr a(%w)))
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Intermezzo: Long-run Average Rewards via End Components

End component (EC):

Strongly connected sub-model that—
under some strategy—will never be left

Four End Components:
¢ {Wi, fl', ri} {OF [ = 1,2,3
- {s} U U?=1 w;, fi, i}
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Intermezzo: Long-run Average Rewards via End Components

End component (EC):

Strongly connected sub-model that—
under some strategy—will never be left

Three End Components:

¢ {Wi, fl', ri} for [ = 1,2,3
3

1= 1> "1 "1

at®
a®
a®
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Intermezzo: Long-run Average Rewards via End Components

Ry 1 Ry 1
End component (EC): @
Strongly connected sub-model that— ,
under some strategy—will never be left ooF "
/ 27 rep | rep />
* Only states within ECs can be visited infinitely often @1 ..... @ sw | @ . s
/5 /20 @
ey . R, 150 e Ri:T5
» For [ra(£), only rewards within ECs are relevant 1 1
N
1 A rep
3 v
Three End Componente: 4,@( .................... @
. 1
¢ {Wl', fl', rl-} {Orl = 1,2,3 9?1: 100 %2 1
¢ ?: 1> "1 "1
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Intermezzo: Long-run Average Rewards via End Components

End component (EC):

Strongly connected sub-model that—
under some strategy—will never be left

* Only states within ECs can be visited infinitely often

» For lra(<R), only rewards within ECs are relevant

Ry 1 Ry
' rep f rep %
------- @ o T @ 7
s g @
R 150 e R TS

: : S e AN
Computing single-objective long-run average rewards: > v
_.<>< ........ — @
» Analyze [ra(92) within each (maximal) EC in isolation %, 100 F: 1
* Fuse EC results together via a total reward analysis on
a slightly modified model
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Intermezzo: Long-run Average Rewards via End Components

Ry 1 Ry
End component (EC): @
Strongly connected sub-model that— ,
under some strategy—will never be left S 51
27 rep | rep 2
* Only states within ECs can be visited infinitely often @1 ..... @ sw | @ . .
/5 /20 @
oLl R, 150 e R 15
» For [ra(£), only rewards within ECs are relevant 1 1
i
e AN
Computing single-objective long-run average rewards: v
_.<>< ........ — @
» Analyze [ra(£) within each (maximal) EC in isolation %, 100 Hy: 1
* Fuse EC results together via a total reward analysis on
d Sllghtly modified model W = <1/25, 50> > g?w — 1/25 . %14-50 . ( )
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Intermezzo: Long-run Average Rewards via End Components

End component (EC):

Strongly connected sub-model that—
under some strategy—will never be left

* Only states within ECs can be visited infinitely often

» For lra(<R), only rewards within ECs are relevant

Computing single-objective long-run average rewards:

- Analyze [ra(S2) within each (maximal) EC in isolation

* Fuse EC results together via a total reward analysis on
a slightly modified model

R —50 R —50
' rep f rep %

E rep
5 v
4.@( ........ —
Ry 4 Ry —50

w={(1,5,50) ~ % =1, % +50-(

)
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Intermezzo: Long-run Average Rewards via End Components

Ira: R —50 R —50 Ira
End component (EC): ra: :
Strongly connected sub-model that— —10 —1.82
under some strategy—will never be left , . B Y ,
* Only states within ECs can be visited infinitely often @--1‘,“5“ @ sw| | @ i @

» For lra(<R), only rewards within ECs are relevant

: : S e AN
Computing single-objective long-run average rewards: ¥ v
........ —
» Analyze [ra(S) within each (maximal) EC in isolation Ayt 4 Ay =30
[ra: —2
* Fuse EC results together via a total reward analysis on
a slightly modified model w=(11,50) ~ % =1 R +50-( )
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Intermezzo: Long-run Average Rewards via End Components

End component (EC): Ira:
Strongly connected sub-model that— —10
under some strategy—will never be left

* Only states within ECs can be visited infinitely often

» For lra(<R), only rewards within ECs are relevant

Computing single-objective long-run average rewards:

- Analyze [ra(S2) within each (maximal) EC in isolation

* Fuse EC results together via a total reward analysis on
a slightly modified model
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Intermezzo: Long-run Average Rewards via End Components

End component (EC): Ira:
Strongly connected sub-model that— —10
under some strategy—will never be left

* Only states within ECs can be visited infinitely often

» For lra(<R), only rewards within ECs are relevant

Computing single-objective long-run average rewards:

- Analyze [ra(S2) within each (maximal) EC in isolation

* Fuse EC results together via a total reward analysis on
a slightly modified model

arg maXG(EXO(tot(%lm))) = {ECl, EC, —» sw, EC; — Stay}
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Computing o,, € arg maxa(w : EXG((D))

Ry Ry
For @100 = {Ira(Ry), ..., lra(F)),
tot( Ry 1)y - 1OH(R))

- . oplr
dea o ) N
.y k : . : s - oW 1/20..@
- Analyze objective lm( Zi_l wli] - %i) in maximal ECs , e ,

1 2 rep
Iy .
R . 100 Ry
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Computing o,, € arg maxd(w : EXG((D))

R Ry 1
FOr @400 = (Ira(Ry), ..., Ira(Ry),
tot( Ry 1)y - 1OH(R))

Y 2 rep rep s 2

...

Idea: =g o Ayt ] @ ...... 3
T k : : : s - oW oo @
. Analyze objective Ira( 2. Wil - R;) in maximal ECs , e .

%, 150 R 15
- Avoid Ex; (fotf(%£;)) = oo T
w
Restrict to ECs without total rewards W
g .
T (T P— @
R . 100 Ry
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Computing o,, € arg maxd(w : EXG((D))

For®,,. .. .= (lra(R)),...,lra(R,), —50 9?50
tot( Ry 1)y - 1OH(R))
b, rep rep =1/ 2

...

Idea: =@l ;- PN (T, s
.y k : : : s - o oo @
- Analyze objective lm( Zi_l w(i] - %i) in maximal ECs e

%{,’;“: 6 9?{,’;“: 3
. Avoid EXUW(tOt(@j)) = *00: T
Restrict to ECs without total rewards SwW
1/8"?, rep
4.@( ........ - @
R 4 Rlra_5()

® = (lra(%,),lra(— %), tot(— R+))
w=(,,50,1) ~ =1, % 4+50-( %)
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Computing o, € arg maxd(w - EXG((D))

For®, ... = (lra(&,), ...,lra(R,),
1ot( Ry 1)y - IOH(R,))

Idea: =:9§€Ca

P

- Analyze objective lm( Zle wli] - 9?1-) in maximal ECs

. Avoid EXGW(tOt(Q?j)) = *00:
Restrict to ECs without total rewards

® = (lra(%,),lra(— %), tot(— R+))
w={(1,:501) ~ %" =1,.%+50-( )
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Computing o,, € arg maxa(w : EXG((D))

For®, ....=(lra(R,),...,lra(%,), lra: ‘50 @50 1lrgz:
(O( R s1)s - OHR ) -0 )T
', & rep rep A

ldea: =l . SRy 1 @ .
~ — | ~ | | e (SW . N 1/2
- Analyze objective lm( Z; w(i] - %i) in maximal ECs @ : e : @
. Avoid EXGW(tot(@j)) = *00: T
Restrict to ECs without total rewards SwW

* When fusing EC results together, also incorporate total

rewards, i.e. consider tat(%@“ + Z.f_k  wli] - 9?1-) '( )‘ """" i @
1=K+ plra. gy

® = (lra(%,),lra(— %), tot(— R+))
w=(,,50,1) ~ =1, % 4+50-( %)
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Computing o,, € arg maxa(w : EXG((D))

For @y, 100 = (Ira(R)), ..., Ira(R,), e 1 1 e
tOt(:%]H_])a ce tOt(‘%f)> : " |

stayf 5, : —1.82

R,..: —10 \stay
Idea: =: Rl @ G 1 @
- ~ - SW
| ‘ SW

- Analyze objective lm( Zi;l wli] - %i) in maximal ECs

. Avoid EXGW(tot(@j)) = *00: T
Restrict to ECs without total rewards @
— stay

* When fusing EC results together, also incorporate total Ry —2
rewards, i.e. consider tat(%lm+ Zl ey WL 9?1-) @
ra: =2 ™~
15 Multi-objective Optimization of Long-run Average and Total Rewards 0 Rw.rl'l
Tim Quatmann, Joost-Pieter Katoen M g ZoMtuare Modeling




Computing o,, € arg maxa(w : EXG((D))

For®, ....=(lra(R,),...,lra(%,),
tot( Ry 1)y - 1OH(R))

Idea: 21%{;61

-~

- Analyze objective lm( Zi;l wli] - %i) in maximal ECs

. Avoid EXGW(tOt(@j)) = *00:
Restrict to ECs without total rewards

* When fusing EC results together, also incorporate total

rewards, I.e. consider tot(%lm+ Zf:kﬂ wli] - 9?1')

—10

1 lra:

(1) ~1.82
R,;... —10\stay stay[ #,.,: —1.82
st s
SW
’ T

arg maXG(EXO(tot(%lm +1- (—%3)))) = {EC1 — stay, }

15 Multi-objective Optimization of Long-run Average and Total Rewards
Tim Quatmann, Joost-Pieter Katoen

: Software Modeling |

Bl and Verification Chair



Evaluation

Implementation
» Supports MDP and MA models specified in PRISM or JANI
- Qualitative / Quantitative / Pareto Queries

?

N. xmax? )

I , Storm

www.stormchecker.org

¢ l?‘a( * ) Via Value iteratiOn [Butkova, Wimmer, & Hermanns’'17; Ashok et al.’17]

° tOt( . ) via sound value iteration [Quatmann & Katoen’18]
* Also supports time- and step-bounded objectives
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Evaluation

Implementation
» Supports MDP and MA models specified in PRISM or JANI
- Qualitative / Quantitative / Pareto Queries

?

?

¢ ll’a( * ) Via Value iteratiOn [Butkova, Wimmer, & Hermanns’'17; Ashok et al.’17]

° tOt( * ) Via Sound Value iteratiOn [Quatmann & Katoen’18]
* Also supports time- and step-bounded objectives

Experiments
» Comparison with MultiGain srazdi et ai. 15
» Supports “only” long-run average reward objectives for MDP
* Employs linear programming; using LP solver Gurobi

* 10 case studies X 3 instances ~ 12 MA and 18 MDP models
* Resource limits: 2 hours / 32 GB RAM

I , Storm

www.stormchecker.org
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Storm vs. MultiGain

MO T 4 memn® =@
TO | * = » om &
7200
3600 |
» Storm is often several orders of magnitude faster
600 |
2
<
Cé 60 * MultiGain is often stuck in expensive LP solving
—
=
6 |
A
4 Qualitative (true)
1 ¢ Qualitative (false)
¢  Quantitative
O Pareto
} —
- @ S 2 LuR?
22°0
STORM
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Further results (excerpt)

STORM

Model Par. #lra-#tot |S| |MS| |4| #EC |Sgc| H#iter runtime
csn 3 3-0 177 427 38 158 9 1.23
csn 4 4-0 945 2753 176 880 30 109
csn 5 5-0 4833 2.10* 782 4622 TO
mut 3 2-0 3-10% 5-10% 1 3.10° 15 3.7
mut 4 2-0 7-10° 1-10° 1 7-10° 14 91.4
mut 5 2-0 1-107 3-10° 1 1-10°7 12 3197

" cu 83 20  2.10° 1.10° 4.10° 4 2-10° 11 287
clu  16-4 2-0 2.10° 9.10° 4.10° 5 2.10° 10 4199
clu  32-3 2-0 2.10° 1-10° 5-10° 4 2-10° TO
clu 8-3 1-1 2.10° 1-10° 4-10° 4 2-10° 7 163
clu 16-4 1-1 2.10° 9.10° 4-10° 5 2-10° 9 3432
clu  32-3 1-1 2.10° 1.10° 5-10° 4 2-10° 7 3328
rqs 2-2 2-0 1619 628 2296 1 1618 63 4.52
rqs 3-3 2-0 9-10* 4-10* 1-10° 9.10% 106 162
rqs 5-3 2-0 2.10° 1.10° 4-10° 2.10° 97 4345
rqs 2-2 1-1 2805 1039 4159 1618 3 <1
rqs 3-3 1-1 1-10° 6-10* 3-10° 9.10% 3 4.51
rqs 5-3 1-1 3-10° 2-10° 7-10° 2.10° 3 182
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Further results (excerpt)

STORM
Model Par. #lra-#tot |S| |[MS| |A] #EC |Sgc| #iter runtime o Storm can handle
csn 3 3-0 177 427 38 158 9 1.23 o Milli
csn 4 4-0 945 2753 176 880 30 109 millions of states
csn 5 5-0 4833 2.10* 782 4622 TO
mut 3 2-0 3-10% 5-10% 1 3.10° 15 3.7
mut 4 2-0 7.10° 1-10° 1 7-10° 14 91.4
mut 5 2-0 1-107 3-10° 1 1-10°7 12 3197
clu 83 2-0 | 2-.10°| 1.10° 4.10° 4 2.10° 11 287
clu  16-4 2-0 2.10°] 9.10° 4-10° 5 2.10° 10 4199
clu  32-3 2-0 2.10°} 1-10° 5-10° 4 2-10° TO
clu 8-3 1-1 2.10° 1-10° 4-10° 4 2-10° 7 163
clu 16-4 1-1 2.10°] 9.-10° 4-10° 5 2-10° 9 3432
clu  32-3 1-1 2.10°] 1.-10° 5-10° 4 2-10° 7 3328
rqs 2-2 2-0 1619 628 2296 1 1618 63 4.52
rqs 3-3 2-0 9.10%. 4-10* 1-10° 9.10% 106 162
rqs 5-3 2-0 2.10°] 1.-10° 4-10° 2.10° 97 4345
rqs 2-2 1-1 2805 1039 4159 1618 3 <1
rqs 3-3 1-1 1-10° 6-10* 3-10° 9.10% 3 4.51
rqs 5-3 1-1 3-10°) 2-10° 7-10° 2.10° 3 182
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Further results (excerpt)

STORM
Model Par. #lra-#tot |S| |[MS| |A] #EC |Sgc| #iter runtime o Storm can handle
csn 3 2-N 177 427 38 158 9 1.23 11t
csn 4 4-0 945 2753 176 880 30 109 ) m|II|on§ of S tates
csn 5 5-0 4833 2.10* 782 4622 TO » four objectives
mut 3 2-0 3-10% 5-10% 1 3.10° 15 3.7
mut 4 2-0 7-10° 1-10° 1 7-10° 14 91.4
mut 5 2-0 1-107 3-10° 1 1-10°7 12 3197
clu  16-4 2-0 2.10° 9.10° 4.10° 5 2.10° 10 4199
clu  32-3 2-0 2.10° 1-10° 5-10° 4 2-10° TO
clu 8-3 1-1 2.10° 1-10° 4-10° 4 2-10° 7 163
clu 16-4 1-1 2.10° 9.10° 4-10° 5 2-10° 9 3432
clu  32-3 1-1 2.10° 1.10° 5-10° 4 2-10° 7 3328
rqs 2-2 2-0 1619 628 2296 1 1618 63 4.52
rqs 3-3 2-0 9-10* 4-10* 1-10° 1 9-10¢ 106 162
rqs 5-3 2-0 2.10° 1.10° 4-10° 1 2-10° 97 4345
rqs 2-2 1-1 2805 1039 4159 1 1618 3 <1
rqs 3-3 1-1 1-10° 6-10* 3-10° 1 9-10* 3 4.51
rqs 5-3 1-1 3-10° 2-10° 7-10° 1 2.10° 3 182
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Further results (excerpt)

STORM
Model Par. #lra-#tot |S| |[MS| |A| #EC |[Sgc| #iter runtime o Storm can handle
csn 3 3-0 177 427 38 158 9 1.23 o Milli
csn 4 4-0 945 2753 176 880 30 109 m|II|on§ of S tates
csn 5 5-0 4833 2.10* 782 4622 TO » four objectives
mut 3 2-0 3-10% 5-10% 1 3.10° 15 3.7
mut 4 2-0 7-10° 1-10° 1 7-10° 14 91.4
mut 5 2-0 1-10° 3-107 1 1-107 12 3197 |« Similar runtimes for
" cu 83 20  2-10° 1.10° 4.10° 4 2.10° 11 | 287 - MA vs. MDP
clu  16-4 2-0 2.10° 9.10° 4.10° 5 2.10° 10 4199 '
clu  32-3 2-0 2.10° 1-10° 5-10° 4 2-10° TO
clu 8-3 1-1 2.10° 1-10° 4-10° 4 2-10° 7 163
clu 16-4 1-1 2.10° 9.10° 4-10° 5 2-10° 9 3432
clu  32-3 1-1 2.10° 1.10° 5-10° 4 2-10° 7 3328
rqs 2-2 2-0 1619 628 2296 1 1618 63 4.52
rqs 3-3 2-0 9-10* 4-10* 1-10° 1 9-10¢ 106 162
rqs 5-3 2-0 2.10° 1.10° 4-10° 2.10° 97 4345
rqs 2-2 1-1 2805 1039 4159 1618 3 <1
rqs 3-3 1-1 1-10° 6-10* 3-10° 9.10% 3 4.51
rqs 5-3 1-1 3-10° 2-10° 7-10° 2.10° 3 182
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Further results (excerpt)

STORM
Model Par. #lra—#tot |S| |MS| |A| #EC |SEC| #1ter runtime ° Storm can handle
csn 3 3-0 177 427 38 158 9 1.23 o Milli
csn 4 4-0 945 2753 176 880 30 109 m|II|on§ of S tates
csn 5 5-0 4833 2.10* 782 4622 TO - four objectives
mut 3 2-0 3.10% 5-10% 1 3.10% 15 3.7
mut 4 2-0 7-10° 1-10° 1 7-10° 14 91.4
mut 5 2-0 1-107 3-10° 1 1-10°7 12 3197 . Similar runtimes for
clu 3-3 2-0 2-10° 1-10° 4-10° 4 2100 11 287  MA vs. MDP
clu 16-4 2-0 2.10° 9.10° 4-10° 5 2.10° 10 4199 ' . .
du 32.3 5.0 5.106 1.10° 5.10° 4 2.108 TO * pure LRA queries vs. mixtures
clu 8-3 1-1 2.10° 1-10° 4-10° 4 2-.10° 7 163
clu 16-4 1-1 2.10° 9.10° 4-10° 5 2.10° 9 3432
clu 32-3 1-1 2.10% 1.10° 5.10° 4 2.10° 7 3328
rqs 2-2 2-0 1619 628 2296 1 1618 63 4.52
rqs 3-3 2-0 9.-10* 4.10* 1-10° 1 9-10? 106 162
rqs 5-3 2-0 2.10% 1.10° 4.10° 1 2.10° 97 4345
rqs 2-2 1-1 2805 1039 4159 1 1618 3 <1
rqs 3-3 1-1 1-10° 6-10* 3.10° 1 9-10% 3 4.51
rqs 5-3 1-1 3-10° 2.10° 7.10° 1 2-10° 3 182
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Conclusion

Anytime algorithm for approximating the set of achievable points
* Allows reusing single-objective techniques
* Applicable to all kinds of objectives, in particular mixtures of
* long-run average rewards and

 total rewards

RWTHAACHEN
UNIVERSITY

19 Multi-objective Optimization of Long-run Average and Total Rewards 0

Tim Quatmann, Joost-Pieter Katoen ‘ Software Modeling

Bl and Verification Chair




Conclusion

Anytime algorithm for approximating the set of achievable points
* Allows reusing single-objective techniques
* Applicable to all kinds of objectives, in particular mixtures of
* long-run average rewards and

 total rewards

Implementation outperforms existing LP-based approach

l l Storm

www.stormchecker.org
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Conclusion

Anytime algorithm for approximating the set of achievable points
* Allows reusing single-objective techniques
* Applicable to all kinds of objectives, in particular mixtures of
* long-run average rewards and

 total rewards

Implementation outperforms existing LP-based approach

Future work:

l l Storm

 Partially observable models

www.stormchecker.org
» Stochastic games
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