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Quantitative Reasoning about Probabilistic Loops
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C \\
\tau_1 \quad \tau_2 \quad \tau_m \\

wp \ J C K (f) (\sigma) \equiv \text{Exp} [ \ ] \ \\
\text{while} (\phi) \{ C \} K (f) = \text{lfp} \Phi f = ?
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Quantitative Reasoning about Probabilistic Loops

\[ \sigma \\
C \\
\vdots \\
f(\tau_1) \\
f(\tau_2) \\
f(\tau_m) \\
\]

\[ \text{wp}([C](f)(\sigma)) \triangleq \text{Exp}[f(\tau_1), f(\tau_2), f(\tau_m)] \]
Quantitative Reasoning about Probabilistic Loops

\[
\begin{align*}
\wp [C] (f)(\sigma) & \triangleq \text{Exp} \left[ f(\tau_1), f(\tau_2), \ldots, f(\tau_m) \right] \\
\wp [\text{while}(\varphi) \{ C \}] (f) & = \text{lfp} \ \Phi_f = ?
\end{align*}
\]
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almost-sure termination
bounded expectations

...
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Easier to ensure uni. int. for Loop'.
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\begin{align*}
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\end{align*}
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**Loop**: \( \text{while}(\varphi)\{ C \} \quad \leadsto \quad \text{Loop}'\): \( \text{while}(\varphi')\{ C \} \)

\[
\varphi' \implies \varphi \quad l \leq \wp[\text{Loop}'] ([\neg \varphi] \cdot f) \\
\quad l \leq \wp[\text{Loop}'] (f)
\]

- Applicable to *possibly divergent Loop*.
- \( l \) can be *arbitrarily tight*.
- Reducible to *probabilistic BMC*.
- Easier to ensure *uni. int.* for \( \text{Loop}' \).
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